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where 0   is the mean effective confining pressure; a  is a coefficient -function of void ratio- 

which is modified in Figure. 8 to fit the shear wave velocity measurements. The coefficient a  

varies with density, as shown in Fig. 8. The coefficient of lateral stress, K0 =σ’h0/σ’v0 (where 
σ’h0 and σ’v0 are horizontal and vertical effective stress, respectively) was introduced to 
calculate the mean effective confining pressure, σ’0, 

 0
0 0

1 2K

3
v

 
    (2) 

Herein, 0K  is determined with Eq. (3) (Jaky, 1944) 

 0K 1 sin    (3) 

where   is the internal friction angle (35° - 38°), determined by El-Sekelly et al. (2014) for 

similar Ottawa sand with relative density of 45% and 80% using direct shear test. 

The comparison results in Figure. 8 demonstrate that the measured shear wave velocities 

follow the same trend of Eq. (1) (Hardin and Richart, 1963). 

Also, the measured ratio in Figure. 8, Vs,80/Vs,45 = 190/166.5 = 1.14. This ratio is 

compared with Hardin and Richart (1963) and Seed and Idriss (1970) correlation. 

According to the prediction by Hardin and Richart Ottawa correlation for maxG  of rounded 

sand (Hardin and Richart, 1963): 
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Where 80 45e =0.53; e =0.62 . Therefore, 
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Using G = 2.65 for specific gravity. 
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According to the prediction by Seed and Idriss (1970) correlation of Gmax versus Dr: 
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Table 1 Values of K2max (Seed and Idriss, 1970) 

Dr(%) K2max 

45 9.4 

80 14.0 

K2max values for Dr = 80% is obtained by linear interpolation based on Table 1. 

So, for the same 
0σ : 
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Thus, the experimental ratio of: s80

s45

V
= 1.14

V
 is consistent with the range of ratios, 1.07-1.20, 

obtained from the Hardin and Richart (1963) and Seed and Idriss (1970) correlation. 

 
Figure 8. measured shear wave velocities of centrifuge tests and the corresponding 

trendlines 

CONCLUSION 

A series of four centrifuge tests (Tests 45-1, 45-6, 80-1 and 80-6) with different relative 

densities and effective overburden pressures were conducted in order to study the sand behavior 

under low and high confining pressures. Some of the experimental results were analyzed and 
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demonstrated. A new centrifuge technique was established to provide sand model with various 

confining pressures with three distinct layers: the saturated sand deposit, the transition layer and 

the heavy lead shot layer. This technique proved successful and opens new venues for research at 

any centrifuge facility. According to the data analysis, amplification of acceleration was 

observed under low confining pressure in Test 45 - 1 and Test 80 - 1, while de-amplification of 

acceleration existed in Test 45 – 6 and Test 80 – 6 under high confining pressures. The shear 

wave velocities measured from bender elements for loose and dense sand models were in good 

agreement with the formula form of  0.25

0s
V a   , also validated by literature predictions. 
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ABSTRACT 

One of the first steps in assessment of liquefaction hazards consists of evaluating the 

potential for liquefaction triggering at a site. Procedures based on the standard penetration test 

(SPT) and cone penetration test (CPT) are often used. However, geophysical measurements of 

shear wave velocity (VS) have also been used to evaluate liquefaction triggering since VS is a 

proxy for soil stiffness. Measurements of VS for these triggering evaluations are often acquired 

using downhole methods (e.g., seismic CPT or P-S suspension logging) or cross-hole methods. 

SPT, CPT, and borehole-based geophysical measurements provide data in the localized region 

surrounding the boreholes. This presents challenges when attempting to evaluate liquefaction 

triggering in natural soils that exhibit spatial stiffness variability. Recently, surface wave 

measurements have grown in popularity for geotechnical investigations and have been used to 

evaluate VS profiles for liquefaction triggering analysis. However, surface wave methods 

typically apply wavefield transformations to evaluate dispersion characteristics. This essentially 

introduces a form of spatial averaging that can lead to uncertainty in VS measurements when soils 

exhibit appreciable spatial variability along the survey line. One promising development in 

surface wave testing involves the use of full waveform inversion (FWI). FWI attempts to match 

the entirety of each recorded signal rather than a dispersion curve derived from the 

corresponding wavefield transformation. Therefore, FWI has the potential to offer broad spatial 

coverage while avoiding the inherent limitations of a dispersion-based surface wave approach. In 

this study, numerical modeling was performed to simulate wave propagation in soils exhibiting 

natural spatial variability. Comparisons were made regarding the extent to which different 

geophysical approaches could reliably estimate liquefaction triggering. The results demonstrated 

that FWI can outperform downhole/cross-hole measurements and a dispersion-based surface 

wave approach when implementing VS-based liquefaction triggering procedures in spatially 

variable soil conditions. 

INTRODUCTION 

Liquefaction refers to loose, cohesionless, saturated soils losing their strength in response to 

dynamic loading. Excess pore water pressures develop when water cannot escape the voids as 

the soil attempts to contract in response to rapid loading. Liquefaction occurs when the effective 

stress reduces to zero in response to the excess pore pressure buildup. The strength loss and any 

post-liquefaction settlements from subsequent excess pore pressure dissipation can cause 

significant ground deformation as highlighted in recent notable seismic events such as the 2010 

Mw 7.0 Darfield, 2011 Mw 6.2 Christchurch, and 2015 Mw 7.8 Gorkha earthquakes. Because of 

the potential damage caused by liquefaction, a significant amount of research has explored 
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several aspects of its occurrence, including susceptibility (Chung and Rogers 2017), effects on 

infrastructure (Turner et al. 2016), and mitigation (Stuedlein et al. 2016). 

Considerable research on liquefaction triggering has continued since seminal efforts after the 

1964 Mw 7.6 Niigata and 1964 Mw 9.2 Great Alaskan earthquakes (e.g., Seed and Idriss 1971; 

Seed et al. 1985; Robertson and Wride 1998; Idriss and Boulanger 2008; Boulanger and Idriss 

2014). These efforts resulted in a simplified approach that computes a factor of safety (FSL) by 

comparing soil resistance [i.e., cyclic resistance ratio (CRR)] to the stresses imparted by 

vertically propagating shear waves [i.e., cyclic stress ratio (CSR)]: 

    
   

7.5 '

1 1
0.65

vo d

M M m

vo

PGA z r
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 

 
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where z is the depth, σ′vo is the initial vertical effective stress, σvo is the initial vertical total stress, 

PGA is the peak horizontal ground acceleration, g is the acceleration due to gravity, rd is a depth-

dependent stress reduction coefficient, and MSF is a magnitude scaling factor for a reference 

earthquake magnitude M = 7.5. CRR has typically been calibrated against liquefaction case 

histories (e.g., Kayen et al. 2013; Boulanger and Idriss 2014). CRR is typically computed from 

corrected SPT blow count [(N1)60], corrected CPT tip resistance (qc1N), and small-strain 

geophysical estimates of VS. A typical liquefaction triggering analysis estimates CSR with depth 

(Eq. 1) and CRR from in situ parameters. The FSL is subsequently computed and specific zones 

can be targeted for mitigation efforts. A probabilistic approach can also estimate a probability of 

liquefaction (PL) using a statistical analysis based on Bayesian updating (e.g., Kayen et al. 2013). 

One aspect of liquefaction that has increasingly received attention is the role of spatial 

variability of soil deposits caused by ongoing geologic, environmental, and physical-chemical 

processes that lead to fluctuations in their in situ properties (Phoon and Kulhaway 1999). This 

variability can cause uncertainty when evaluating liquefaction triggering because CRR is based 

on in situ soil parameters. A number of recent research efforts have attempted to quantify the 

effects of spatial variability on liquefaction (Popescu et al. 2005, Baker and Faber 2008, 

Montgomery and Boulanger 2016; Bong and Stuedlein 2018). However, the majority of efforts 

have focused on penetration resistances from SPT/CPT, which are localized measurements. 

These measurements may prove insufficient to quantify the extent of liquefaction triggering 

unless a cost-prohibitive number of site locations are tested. 

Geophysical methods can provide rapid spatial assessment of liquefaction resistance based 

on VS-CRR relationships. However, absent in the literature is discussion of the effectiveness of 

various geophysical methods for this purpose. For example, borehole measurements from 

downhole seismic (DS) testing or crosshole tomography (CT) exhibit similar limitations as 

SPT/CPT related to the localized nature of their measurements. Surface wave methods such as 

multichannel analysis of surface waves (MASW) suffer from limitations related to the wavefield 

transformations used to convert the signals into dispersion information (e.g., phase velocity 

versus frequency). In fact, the presence of spatial variability can create artifacts that complicate 

selection of an appropriate dispersion curve. Additionally, the forward modeling used to compute 

theoretical dispersion curves during inversion assumes uniform, contiguous strata. Lateral 

stiffness variability is subsequently spatially-averaged into a one-dimensional (1D) VS profile 

assumed to represent the conditions beneath the receiver array center. 

A full waveform inversion (FWI) tomographic approach can potentially address the 

aforementioned issues with current geophysical methods for liquefaction triggering assessment 

in spatially variable soils. In FWI tomography, an earth model is constructed by iteratively 
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matching the entirety of waveforms observed at various locations (typically from surface 

receivers). The amount of misfit between synthetic waveforms from forward modeling and the 

observed waveforms is compared until a convergence criterion is met. This iterative inversion 

process results in a high resolution image of the subsurface. FWI has recently been applied for 

geotechnical site characterization to evaluate the presence of near-surface anomalous conditions 

(e.g., Fathi et al. 2016; Nguyen and Tran 2018; Mahvelati and Coe 2019). The purpose of this 

paper is to evaluate the effectiveness with which FWI tomography can measure liquefaction 

triggering spatial variability and to compare FWI to borehole geophysical (DS and CT) and 

surface wave (2D MASW) measurements. This was accomplished by simulating wave 

propagation in a domain generated using random field theory (RFT) (VanMarcke 1984) with 

spatial variability associated with typical geologic materials. 

EXPERIMENTAL APPROACH 

The domain for this study was developed using the same MATLAB® script from 

Montgomery and Boulanger (2016). The script applies a Gaussian correlation function to 

generate a spatially-correlated random field model (RFM) through lower-upper (LU) 

decomposition of the covariance matrix. The domain is 10.0 m deep and 80.0 m wide and 

contains a single alluvial sandy soil with an average VS = 200 m/s (Fig. 1). The coefficient of 

variation (COV) for VS was set to 30%, which is consistent with in situ properties of coarse-

grained alluvial soils (e.g., Phoon and Kulhawy 1999). The spatial extent of variability along the 

vertical and horizontal directions were set to θz = 0.5 m and θx = 10.0 m, which is consistent with 

previous studies (e.g., Phoon and Kulhawy 1999; Montgomery and Boulanger 2016). The ground 

water table was located at zw = 1.0 m, below which the P-wave velocity (VP) was fixed at 1500 

m/s. Above the water table, VP was derived from VS based on an assumed Poisson’s ratio (ν) 

equal to 0.2.  The mass density (ρ) of the soil was subsequently estimated using the Burns and 

Mayne (1996) relationship: 

    3

g m  0.277 0.648log
scm S

V     (2) 

Once the VS, VP, zw, and ρ were defined, σ′vo and σvo were computed and the Kayen et al. 

(2013) approach was used to estimate the depth-dependent CSR and CRR: 
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where Φ-1 is the complementary cumulative distribution function for a probability of liquefaction 

(PL), FC is the fines content correction factor, VS1 is the normalized VS, CVS is the overburden 

correction factor, and Pa = 1 atm. A deterministic evaluation was performed, for which Kayen et 

al. (2013) recommends PL = 15% in Eq. 3 and FSL = 1.17 as the boundary for triggering. CSR 

was computed using a PGA = 0.3g for a M = 7.5 event. In addition to the domain in situ 

parameters, Fig. 1 presents the results from Eqs. 1 and 3 – 4 for CSR, CRR, and FSL. 
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Figure 1. RFM domain used in this study, including VS, VP, ρ, CSR, CRR, and FSL. 

Wave propagation was modeled using the SPECFEM2D code, which uses the spectral 

element method (SEM). SEM formulates the equations of motion using the weak form similar to 

the finite element method (FEM) but with higher degree basis functions (Tromp et al., 2008). 

This combined with the nodal interpolation scheme yields a diagonal mass matrix that simplifies 

inversion and improves parallelization. SEM has been used in numerous studies to simulate wave 

propagation across a range of scales (e.g., Komatitsch and Tromp 1999; Virieux and Operto 

2009; Kordjazi et al. 2018). A stress-free boundary condition was specified for the top surface to 

ensure the development of surface waves. Additionally, the other boundaries were subjected to 

Clayton-Engquist-Stacey absorbing conditions to ensure that outgoing waves were not reflected 

back into the domain (Stacey 1988). 

Forward modeling was used to generate synthetic waveforms for: (1) 2D MASW; (2) DS; (3) 

CT; and (4) “observed” waveforms for FWI. Figure 2 illustrates the workflow for each method. 
For MASW, a 48 channel linear array with 0.5 m receiver spacing (dx) was placed on the ground 

surface (total array length of 23.5 m). A 30 Hz Ricker wavelet source was placed at a source 

offset (SO) of 10.0 m from the first channel (i.e., 20dx). The midpoint of the first array was 

centered at x = 22.25 m and the entire array was shifted by 0.5 m until the last array receiver 

reached the edge of the model at x = 79.5 m. This resulted in 92 recordings, which were 

transformed into dispersion images within the Geometrics SeisImager/SW® software package. 

Fundamental-mode dispersion curves were extracted from each of the dispersion images and 

inverted using a local search algorithm with a non-linear least squares approach to compute the 

dispersion misfit. The inversion iterations were discontinued once the root-mean-square (RMS) 

error for the dispersion misfit was 5%. The resulting 92 1D VS profiles were then linearly 

interpolated in the x and z directions to create a 2D VS profile. 

Borehole geophysical testing was simulated using a total of eight boreholes spaced equally at 

10.0 m across the domain (from x = 5.0 m - 75.0 m). Each borehole spanned the 10.0 m depth of 
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the domain. This configuration yielded seven CT datasets from borehole pairs. 30 Hz Ricker 

wavelet sources were located at 0.5 m intervals in each source borehole and a constant spacing of 

0.25 m was used for the receivers. The first source/receiver was located at z = 0.25 m and the last 

one was at z = 9.75 m. This configuration resulted in 20 sources and 39 receivers per borehole 

pair. To solve the CT inversion, a ray-tracing scheme was required to determine the ray paths 

(Giroux and Larouche 2013) (Fig. 2). In this study, a shortest-path method was used to compute 

the travel-time based on Fermat’s principle. To increase the accuracy and provide adequate 
angular coverage, the domain was discretized using cells with primary nodes at their corners 

together with five secondary nodes along cell edges (Giroux and Larouche 2013). The open-

source pyGIMLi package (Rücker et al. 2017) was used to perform the CT analysis. 

 
Figure 2. Schematics of workflows for MASW, FWI, CT, and DS. 

The same receiver configuration was used in each borehole for DS testing (Fig. 2). However, 
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only two 30 Hz Ricker wavelets were used as surface sources located 2.0 m on either side of the 

borehole. This resulted in 16 sets of downhole datasets (i.e., two per borehole). The time interval 

method was used to estimate the average velocity between receiver measurements. This 

approach computed the VS as the difference between the straight-line paths from the source to 

two receivers divided by their difference in shear wave arrival times. This analysis was 

performed using custom MATLAB® scripts. The two complementary VS profiles were averaged 

for each borehole, resulting in eight 1D downhole VS profiles. These 1D VS profiles were linearly 

interpolated along the x direction to create a 2D VS profile. 

 
Figure 3. VS and FSL results: (a) True model; (b) 2D MASW; (c) CT; (d) DS; and (e) FWI. 

Finally, FWI was performed using the seismic inversion software code SeisFlows (Mordak et 
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