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hazards (i.e., human factors). The literature also discusses the issue of offering training in a 

language that is preferable to the workers. 

Table 2. The Shortcomings of Traditional Construction Safety Training 

Limitation Example References 

1. Poorly designed training material and resources (Lin et al. 2018; Namian et al. 2016; 

Wilkins 2011) 

2. Training does not encourage training transfer 

(i.e., application of learned concepts in the 
workplace) 

(Bahn and Barratt-Pugh 2012; Namian 

et al. 2016; Schoenfisch et al. 2017) 

3. Training is not designed upon on a clear 
understanding of why workers fail to recognize 

and manage safety hazards 

(Albert et al. 2014a; Jeelani et al. 
2018b; Namian et al. 2016) 

4. Training disregards the difference between 

explicit and tacit knowledge which may require 
district training strategies 

(Albert et al. 2014a; Hallowell 2012; 

Lingard et al. 2015) 

5. Training does not promote active learning (e.g., 

lecture-based) 

(Bhandari et al. 2019; Namian et al. 

2016; Wilkins 2011) 

6. Use of low-engagement training approaches 
(e.g., trainer centric with limited discussion) 

(Demirkesen and Arditi 2015; Haslam 
et al. 2005; Namian et al. 2016) 

7. Training is delivered using pedagogical 

approaches as opposed to andragogical 
approaches (i.e., optimized for adult learners) 

(Bhandari and Hallowell 2017; 

Bhandari et al. 2019; Wilkins 2011) 

8. Training does not facilitate inductive and 

analytical learning 

(Bhandari and Hallowell 2017; Namian 

et al. 2016) 

9. Training is generic and lacks context-based 
learning experiences 

(Bahn and Barratt-Pugh 2012; 
Bhandari and Hallowell 2017) 

10. Training that is not delivered in the worker's 
preferred language 

(Canales et al. 2009; Cunningham et al. 
2018; Lin et al. 2018) 

11. Training that is not designed to maximize 
knowledge retention and skill acquisition  

(Haslam et al. 2005; Jeelani et al. 
2018b; Namian et al. 2016) 

12. Training is not tailored/personalized to the 

training needs of individual workers 

(Jeelani et al. 2017; Jeelani et al. 

2018b) 

13. Training without opportunities for practice, 

feedback, self-reflection, and retention 

assessment 

(Albert et al. 2014a; Jeelani et al. 

2018b; Pereira et al. 2018) 

14. Training minimally targets emotions and 

situational interest 

(Bhandari and Hallowell 2017; 

Bhandari et al. 2019) 

15. Trainers unaware of the theory of learning and 

skill acquisition (e.g., visual, 

kinesthetic learning) 

(Haslam et al. 2005; Li et al. 2012; 

Wilkins 2011) 

Finally, Table 3 presents some of the non-traditional safety training methods that have been 

proposed in the literature to overcome several of the discussed shortcomings. These include 

several visualizations, activity-based, and technology-driven safety training solutions. 
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Table 3. Selected Nontraditional Construction Safety Training Delivery Methods  

Delivery Method Description Example References 

1. E-learning tools Use of the internet or a storage media (e.g., 

CD) to deliver health and safety training 

(video lectures, readings, and interactive 

tools) 

(Acar et al. 2008; Ho 

and Dzeng 2010) 

2. Peer-led Training Workers receive safety training from their 

experienced peers  

(Sinyai et al. 2013; 

Williams Jr et al. 

2010) 

3. Game 

Technology-

based Safety 

Training 

Game engine technology is used in creating 

a 3D virtual environment for executing 

certain construction operations safely or 

scenario-based simulations. The 3D 

environment can be displayed on monitor 

or VR goggles 

(Guo et al. 2012; Li et 

al. 2012; Lin et al. 

2018; Mo et al. 2018; 

Zhao and Ye 2012) 

4. Immersive 

Virtual 

Environment 

(IVE) 

A 3D Virtual construction site environment 

is displayed on Immersive VR power-wall 

and can be seen through active glasses 

(Sacks et al. 2013) 

5. System for 

Augmented 

Virtuality 

Environment 

Safety (SAVES) 

A high-fidelity 3D environment was 

developed to immerse workers in different 

work scenarios and assess their hazard 

recognition skill 

(Albert et al. 2014a) 

 

6. Mixed Reality 

(MR) Safety 

Training System  

Integrating tracking system, game engine, 

and VR goggles in creating virtual 

construction environment on the googles  

(Bosché et al. 2015) 

7. Participatory 

Videos (PV) 

Intervention 

Training  

Workers are filmed acting while performing 

certain operations. Then, the video is 

displayed and discussed during the training 

session (bottom-up approach)  

(Lingard et al. 2015) 

8. Naturalistic 

Injury Simulation 

(NIS) 

Live safety demos are demonstrated 

resembling actual construction injuries 

using artificial body parts. The demos target 

the workers’ emotions 

(Bhandari and 

Hallowell 2017) 

9. 360-Degree 

Panorama Safety 

Training  

Actual 360-Degree images of the 

construction site are taken, and safety-

related layers are augmented for the trainee 

to detect the site’s hazards  

(Jeelani et al. 2017; 

Pereira et al. 2018) 

10. Personalized 

safety Training 

using Eye-

Tracking 

Leveraging computer vision and eye-

tracking technologies in developing 

personalized hazard recognition training 

(Jeelani et al. 2018a; 

Jeelani et al. 2018b) 

DISCUSSIONS AND CONCLUSIONS 

Despite the adoption of training interventions, an unacceptable number of injuries continue to 
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be reported. (Albert et al. 2014b). Therefore, it is important to understand why training efforts 

are failing. Therefore, the current research effort focused on understanding barriers to effective 

training and outlining shortcomings associated with traditionally adopted training methods. A 

content analysis of existing research revealed 12 barriers to effective training and 15 

shortcomings associated with traditional training practices. The research also identified several 

newly proposed training interventions that seek to address some of the limitations associated 

with traditional training methods. 

The findings of the current research can be used to set the agenda for future construction 

safety research. For example, efforts must focus on tackling some of the widespread barriers to 

effective safety training. Moreover, training interventions that address the identified limitations 

of existing training methods must be developed. Although the research identified a few safety 

training interventions that have been proposed to address some of the identified limitations, 

several of the limitations continue to be unaddressed. Future research may focus on these areas to 

promote safety in the construction industry. 
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ABSTRACT 

Visual field observations are critical in construction project management. Cost reduction and 

increases in data usability have made RGB cameras more prevalent on construction sites, 

expanding capabilities of the modern construction manager. The eyes of a construction manager 

are irreplaceable tools which monitor and subjectively evaluate construction activities. The 

variety of “right” and “wrong” ways to complete a construction task make the automation of 
visual field operations a difficult task. Existing vision-based methods are limited to RGB-depth 

cameras which are rarely used on construction sites. This paper presents a method for using deep 

learning techniques to aid the automatic recognition of construction worker activities from RGB 

camera footage and to what extent can computer vision accurately detect construction worker 

activity. OpenPose human estimation algorithm was used to create 2D human pose samples of 

construction activities using RGB cameras. The samples are used to train and test a time 

distributed feed forward neural network with LSTM Keras model classifier. The results of this 

work in progress set the stage for improving the usefulness of visual data for project 

management in a variety of construction scenarios and other labor-intensive sectors. Monitoring 

the safety and productivity of construction workers will become more efficient allowing much-

needed increases in our capacity to develop and maintain infrastructure. 

INTRODUCTION 

The advancement of information and technology (computer vision, sensing, good data 

storage, high internet speed, and high-resolution video cameras) have improved construction 

project documentations. This is evident in how the presence of surveillance cameras reduced 

human interference with construction activities by continuously monitoring construction 

activities. For example, videotaped data collected on the construction site has reduced the cost of 

manual data collection and subjective analysis of workers output by observers. However, manual 

analysis of videotaped data is expensive due to the cost and time taken to analyze videotaped 

data.  

Construction tile and marble setters typically install ceramic, interior stone, mosaic tiles and 

marble tile (Bls.gov 2018). Due to the nature of work done by tile and marble setters, the number 

of observations needed to report tile and marble setters’ activities can grow astronomically, 
hence increasing the project labor cost. For example, Shehata and El-Gohary (2011) stated that 

336 observations are required to report six workers’ productivity when tiling 870 square meters. 
Furthermore, the observers must record each active and inactive time of the tile and marble 

workers. This could result in over productivity (also known as Hawthorne Effect) (Jones 1992) 

of the tile and marble workers, hence the need to automate the activity analysis of tile and marble 

workers.  

The authors hypothesis that estimating postures from videotaped data on construction site 
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will set the stage for improving construction workface and project management in a variety of 

construction scenarios. Therefore, this preliminary work presents a method for using deep 

learning techniques to aid the automatic recognition of construction worker activities from RGB 

only camera footage. 

LITERATURE REVIEW 

Recently, computer vision and machine learning has evolved in computer science. This 

emerging field has been applied to human activity recognition. Zhang and Tian (2012) used 

RGB-D camera to collect human activities under different lighting conditions. The authors used 

histogram pooling to encode the data and used the features to train linear one-vs-all Support 

Vector Machine (SVM). Sung et al. (2011) infer three human activities from five different 

locations. Bag-of-pose features were extracted from RGB-Depth camera. Two-layered 

Maximum Entropy Markov Model (MEMM) was compared against one-layer MEMM and 

Naïve Bayes machine learning algorithm. Kepski and Kwolek (2014) used k-Nearest Neighbor 

algorithm to differentiate between fall and lying down. The data used for the study was collected 

from a ceiling mounted 3D depth camera. The model gave an accuracy of 100% when tested on 

real-life datasets. Chen et al. (2014) extracted features from body inertial measurement unit and 

RGB-Depth camera. The features were fused together, and they later used Sparse Representation 

Classifier (SRC) to recognize eleven human actions. Dubois and Charpillet (2013) used RGB-

Depth camera and Hidden Markov Model (HMM) algorithm to detect falls among ageing people. 

After processing the data, the authors were able to recognize falls with zero false prediction 

among seven other activities.  

Recently, researchers have applied human activity recognition to the construction field. 

Rafibakhsh et al. (2012) tested the effectiveness of inexpensive XBOX Kinect camera against 

high end time-of-flight cameras (D-Imager EKL3104 and MESA SR-3000) for data collection on 

the construction job site. The result of the study shows that it is possible to use the sensor for 

spatial sensing on the construction site. Weerasinghe et al. (2012) proposed a method to detect 

and track construction workers using RBD-Depth images. Escorcia et al. (2012) performed a 

study to recognize drywall construction activity. The authors extracted color and depth from the 

construction workers activity using Microsoft Kinect sensor. The data was later encoded into a 

bag-of-pose histogram to represent the useful features. The actions were predicted using 

Multiclass SVM classifier. The 80% overall performance of the algorithm shows the promise of 

activity recognition using RGB-D camera in construction. Khosrowpour et al. (2014) used 

Microsoft Kinect sensor to recognize drywall activities on construction site. Multi-class one-vs-

all SVM classifier was used to evaluate the bag-of-pose features and average accuracy of 76% 

was reported. Despite the promise that comes with the use of RGB-D camera to recognize 

construction activities on the jobsite, the time taken to install and calibrate RGB-D camera on 

jobsite is not trivial, RGB-D camera is not as widely and cheaply acceptable as RGB camera and 

ferromagnetic interference can cause significant noises in the output (Zhang et al. 2018). 

Furthermore, activity estimation requires at least four cameras to be installed on the jobsite. 

Installing at least four RGB-D cameras will cause interference between these cameras 

(Rafibakhsh et al. 2012). 

Some researchers have used RGB cameras to recognize construction activities. Yang et al. 

(2016) encoded eleven RGB recorded construction actions as bag-of-features using k-means 

clustering algorithm. The authors used the bag-of-features to train and evaluate non-linear SVM. 

The overall performance of 59% shows that more work needs to be done to improve the 
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performance of activity recognition using RGB cameras. Therefore, this study will focus on 

using Recurring Neural Network which is a deep neural network algorithm to estimate 

construction activities from OpenPose feature generated datasets. 

 
Figure 1. Overall framework 

METHODOLOGY 

The proposed system architecture (shown in Fig 1) aims to estimate construction activity 

performed by tile and marble setters. The system can be broken down into three distinct sections 
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which address three different aspects. The first aspect is responsible for collecting construction 

activity footage on an actual construction site. The recorded footage is converted into worker 

action datasets in the second stage. Last, the human 2D joint is extracted as JavaScript Object 

Notation (JSON) files using OpenPose and later converted to text files. The text file serves as 

input for the Long Short-Term (LSTM) classifier, which is used to estimate construction worker 

activities. 

Dataset Description  

Datasets are critical to training and testing deep neural networks. This study focuses on 

analyzing construction tile and marble setter activity videos which were recorded with a fixed 

camera. Four cameras were used to record the actions of a tile and marble setter. The cameras 

were positioned in strategic location around the worker to reduce occlusion, capture different 

point of view and capture different scale. After several trial and error attempts, the cameras were 

fixed on a tripod and were positioned three meters away from the construction worker to avoid 

self-occlusion. Each camera has a different range of view and field of view, hence the trial and 

error approach to determine the safe distance to reduce self-occlusion. Four frequently observed 

flooring actions were selected to form the dataset. These actions are “fixing markers”, “Installing 
tiles”, “Stacking tiles”, and “Inspecting work. The construction activity recorded was neither 
scripted nor directed. The workers performed the activity as they would have normally 

performed the activity under normal conditions. 

The resulting video was automatically segmented into four clips for each camera with each 

clip containing a single action type. The clips were labelled manually with their respective action 

name. The recorded videos were 51mins and 48 seconds long. The information of the data set is 

shown in Table 1. Note that VL and FR signifies video length and frame rate respectively. 

Table 1. Recorded Video Statistics 

 Camera 1 Camera 2 Camera 3 Camera 4 

Action VL FR VL FR VL FR VL FR 

fixing markers 5:01min  24 4:38mins  24 4:38 24 4:38 24 

Installing tiles 2:15min 24 2:20 24 2:20 24 2:20 24 

Stacking tiles 2:31mins 24 2:04 24 2:04 24 2:04 24 

Inspecting work 4:01mins 24 3:42mins 24 3:42 24 3:42 24 

Camera Hardware 

The only camera used in this study was GoPro Hero 7, and it was used to capture floorers 

activity. This camera consists of an RGB camera module, and it is capable of recording at either 

4K, 2.7K, 1080p, or 720p resolution. Frame rate of 60, 30, or 24 fps can be achieved using any 

of these resolutions mentioned earlier. Since most surveillance cameras use 1080P resolution and 

24fps mode for recording, this study recorded floorers activity at 1080P resolution and 24 fps. 

Feature extraction 

The first goal of this system was to locate and track workers in the construction site. Then we 

aimed to jointly detect human body, foot, and hand. OpenPose library was proposed by Cao et al. 

(2017). OpenPose library was the first real-time system to jointly detect 135 key points on a 

single RGB image (human body, foot, hand, and facial key points), hence its adoption for this 
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study. OpenPose was developed using OpenCV and Caffe and it can be used on various 

platforms such as Linux, Windows, and Mac. OpenPose also provides support for CUDA GPUs, 

OpenCL GPUs, and CPU-only devices. OpenPose takes an RGB image of size    wxh  as input 

and outputs 2D locations of anatomical key points for each body detected in the input image. As 

shown in Fig 2, OpenPose uses a two-branch multi-stage Convolutional Neural Network (CNN) 

to predict human body key points. First, it uses a feedforward network to simultaneously predicts 

a set of 2D confidence maps of body part locations and a set of 2D vector fields of part affinities 

which encode how different body parts are associated. Finally, the confidence maps and the 

affinity fields are parsed by greedy inference to output the 2D key points for all the people in the 

image (Cao et al. 2018). OpenPose outputs 2D skeletal data in JSON format. The JSON file 

consists of body part location coordinates key points. The extracted coordinates key points in the 

JSON file represent an observation at certain point in time, hence the dataset can be regarded as a 

sequential data.  

Recurrent Neural Network 

Recurrent Neural Networks (RNN) is a special type of neural network containing deep 

learning models, simple structures, and its output layer is added back to the next input. The 

updated layer is fed back to the same layer, i.e. it is good at remembering the analysis that was 

performed up to a given point by maintaining a state or context (Rumelhart et al. 1986). RNN 

was introduced to solve the limitation of feedforward neural network to maintain context for 

sequential data. Although RNN performs well around sequential data, it is known to have the 

following issues (1) it is computationally expensive to maintain the large number of units, (2) it 

is sensitive to changes in parameters, (3) increases exponentially or drops down to near zero and 

stabilize. To solve this problem, Hochreiter and Schmidhuber (1997) developed Long Short-

Term Memory (LSTM). LSTM ensures that information is kept over a long period of time and 

additionally, it solves the oversensitivity to parameter changes. Therefore, the authors adopt 

RNN – LSTM for this study.  

Implementation 

OpenPose framework and Keras LSTM algorithm were implemented through Google 

Colaboratory or Colab. Google Colab is a free Python 3 Jupyter notebook environment which 

offers free Tensorflow with 12 GB GPUs. Custom Python 3 codes will be executed in the 

Google Colab environment. 

The JSON data points returned by OpenPose framework are converted to text files using a 

custom code written in Python 3. The data in the text file were prepared for Keras LSTM model 

by splitting the data into 70% training data set and 30% testing data set. The data points labels 

were coded as numeric values to remove bias from the dataset. Each data point is 1 by 36 array.  

The Keras LSTM RNN consist of a sequential model. The model consists of 128 neurons 

CuDNNLSTM layer (CuDNNLSTM is the GPU optimized version of the CPU LSTM layer), 32 

neurons of Dense layer and an additional 4 neurons of Dense layer which signifies the dataset 

classes. The CuDNNLSTM layer utilizes tanh activation method, the middle dense layer utilizes 

rectified linear units (Relu) while the last Dense layer utilizes softmax activation method. The 

model was compiled with “adam optimizer” and categorical crossentropy loss function. The 
training and test data were fitted together alongside with their labels. The overall accuracy and 

confusion matrix were printed out and presented in the discussion section. 

https://www.civilenghub.com/ASCE/176453517/Construction-Research-Congress-2020-Safety-Workforce-and-Education?src=spdf
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